![](data:image/png;base64,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)

개방형 클라우드 플랫폼 기술지원 및 유지보수·관리

cAdvisor Guide

모니터링

|  |  |  |
| --- | --- | --- |
| 작성자 | 오한수 (인) | 2020.12.21 |
| 검토자 | 김태진 (인) | 2020.12.21 |
| 승인자 | 정기봉 (인) | 2020.12.21 |

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |
|  |  |  |

개 정 이 력

| 버전 | 작성일 | 변경내용[[1]](#footnote-1) | 작성자 | 검토자 | 승인자 |
| --- | --- | --- | --- | --- | --- |
| 0.1 | 2020.10.06 | 최초작성 | 오한수 | 김태진 | 정기봉 |
| 0.2 | 2020.11.18 | cAdvisor 문서 현행화 | 오한수 | 김태진 | 정기봉 |
| 0.3 | 2020.12.21 | 기존 모니터링 소스 문서 내용 추가 | 오한수 | 김태진 | 정기봉 |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

**목차**

[1. Goland 설치 4](#_Toc59451582)

[2. cAdvisor 다운로드 및 환경 구축 4](#_Toc59451583)

[1) cAdvisor 다운로드 4](#_Toc59451584)

[2) cAdvisor 환경 구축 5](#_Toc59451585)

[3) cAdvisor IDE 실행 7](#_Toc59451586)

[4) cAdvisor 웹 콘솔 확인 9](#_Toc59451587)

[3. cAdvisor 빌드 10](#_Toc59451588)

[1) cAdvisor 빌드 10](#_Toc59451589)

[2) 빌드 후 바이너리 실행 10](#_Toc59451590)

[4. cAdvisor 테스트 12](#_Toc59451591)

[1) 로컬 테스트 12](#_Toc59451592)

[2) 실 서버 테스트 (cadvisor 바이너리 파일 위치 및 실행 ) 13](#_Toc59451593)

[○ paasta deployment 및 diego-cell vm 확인 13](#_Toc59451594)

[○ diego-cell 접속 13](#_Toc59451595)

[○ cadvisor 바이너리 파일 위치 14](#_Toc59451596)

[○ cadvisor 프로세스 확인 14](#_Toc59451597)

[○ cadvisor 상태 체크 API 15](#_Toc59451598)

[○ cadvisor 컨테이너 조회 API 15](#_Toc59451599)

[○ cadvisor 컨테이너 세부 조회 API (실제 garden안에 특정 container 정보 조회 내용) 16](#_Toc59451600)

[○ Influxdb 컨테이너 모니터링 정보 16](#_Toc59451601)

[○ influxdb 전체 컨테이너 모니터링 데이터 개수 확인 16](#_Toc59451602)

[○ Influxdb 컨테이너 모니터링 하루 총 개수 확인 (10월 24일) 16](#_Toc59451603)

[5. cAdvisor 수정사항 17](#_Toc59451604)

[1) 수정사항 17](#_Toc59451605)

[6. cAdvisor 실 배포 절차 17](#_Toc59451606)

[1) 과정 17](#_Toc59451607)

[7. cAdvisor 히스토리 19](#_Toc59451608)

[1) 테스트 19](#_Toc59451609)

[2) 기존 customizing\_cadvisor 소스 내용 (반영) 20](#_Toc59451610)

### **1. Goland 설치**

### **2. cAdvisor 다운로드 및 환경 구축**

#### 1) cAdvisor 다운로드

|  |
| --- |
| ○ Git 정보  - 주소 : <https://github.com/PaaS-TA/PaaS-TA-Monitoring/tree/v5.1.0-dev>)  - 버전 : V5.1.0-dev  - cadvisor path : paasta-agents > cadvisor  $ git clone -b v5.1.0-dev <https://github.com/PaaS-TA/PaaS-TA-Monitoring.git> |

#### 2) cAdvisor 환경 구축

|  |
| --- |
| ○ Goland > Open Project 선택  $ ~/PaaS-TA-Monitoring/paasta-agents/cadvisor    ○ File > Settings 선택  - Go > GOROOT 설정 (Download Go SDK를 이용.)    - Go > GOPATH 설정    - Go Sync 설정 (cadvisor > cmd > internal > storage > influxdb > influxdb.go)  Sync dependencies of github.com/google/cadvisor/cmd click |

#### 3) cAdvisor IDE 실행

|  |
| --- |
| ○ Navigation > Edit Configurations… 선택    ○ Edit Configurations 설정    ○ Edit Configurations 값  - Name : 데몬 실행 이름 (**cAdvisor**)  - Run kind : 실행 종류 (**Package**)  - Package Path : 실제 cadvisor.go 존재 경로 (**github.com/google/cadvisor/cmd**)  - Output directory : 빌드 후 바이너리 파일 경로  - Working Directory : 실제 cadvisor 최상위 경로  (**~/PaaS-TA-Monitoring/paasta-agents/cadvisor**)  - Program arguments : 프로그램에 필요한 환경 변수  (**-storage\_driver=influxdb -storage\_driver\_db=container\_metric\_db -storage\_driver\_host=127.0.0.1:8069 -allow\_dynamic\_housekeeping=true -housekeeping\_interval=30s**)  ○ OK 선택  ○ Debug 실행 및 결과 |

#### 4) cAdvisor 웹 콘솔 확인

|  |
| --- |
| ○ cAdvisor 웹 콘솔 (local) |

### **3. cAdvisor 빌드**

#### 1) cAdvisor 빌드

|  |
| --- |
| ○ Makefile 이용  $ cd ~/PaaS-TA-Monitoring/paasta-agents/cadvisor  $ make build    - make build 후 cadvisor 바이너리 파일 생성 시 과정 및 결과 |

#### 2) 빌드 후 바이너리 실행

|  |
| --- |
| ○ cadvisor 바이너리 파일 위치 및 실행  $ cd ~/PaaS-TA-Monitoring/paasta-agents/cadvisor  $ ./cadvisor -storage\_driver=influxdb -storage\_driver\_db=container\_metric\_db -storage\_driver\_host=127.0.0.1:8069 -allow\_dynamic\_housekeeping=true -housekeeping\_interval=30s |

### **4. cAdvisor 테스트**

#### 1) 로컬 테스트

|  |
| --- |
| ○ cadvisor 실행 여부 및 응답  $ curl <http://127.0.0.1:8080/healthz>    ○ cadvisor containers 정보  $ curl <http://127.0.0.1:8080/api/v1.0/containers> |

#### 2) 실 서버 테스트 (cadvisor 바이너리 파일 위치 및 실행 )

|  |
| --- |
| ○ paasta deployment 및 diego-cell vm 확인 $ bosh -e micro-bosh vms   ○ diego-cell 접속 $ bosh -e micro-bosh -d paasta ssh diego-cell/11c87e67-7c4f-4831-ba7d-b84bef38683c   ○ cadvisor 바이너리 파일 위치 $ cd /var/vcap/packages/cadvisor/   ○ cadvisor 프로세스 확인 $ sudo ps -ef | grep cadvisor   ○ cadvisor 상태 체크 API $ curl 127.0.0.1:8080/healthz   ○ cadvisor 컨테이너 조회 API $ curl 127.0.0.1:8080/api/v1.0/containers   ○ cadvisor 컨테이너 세부 조회 API (실제 garden안에 특정 container 정보 조회 내용) $ curl http://127.0.0.1:8080/api/v1.0/containers/garden/12cb1c9b-96e8-4e0e-5177-7b98   ○ Influxdb 컨테이너 모니터링 정보 $ bosh -e micro-bosh vms  $ bosh -e micro-bosh -d paasta-monitoring ssh influxdb/cf50a8bd-1db0-4d88-8014-71a8e13586a1  $ cd /var/vcap/packages/influxdb  $ ./influx -precision rfc3339  > show databases;  > use container\_metric\_db;  > show measurements;  > select \* from container\_metrics order by desc limit 10; ○ influxdb 전체 컨테이너 모니터링 데이터 개수 확인 > SELECT SUM(count) FROM (SELECT \*,count::INTEGER FROM container\_metrics GROUP BY count FILL(1)) ○ Influxdb 컨테이너 모니터링 하루 총 개수 확인 (10월 24일) > SELECT SUM(count) FROM (SELECT \*,count::INTEGER FROM container\_metrics where time >= '2020-10-23 15:00:00' and time < '2020-10-24 15:00:00' GROUP BY count FILL(1)) |

### **5. cAdvisor 수정사항**

#### 1) 수정사항

|  |
| --- |
| ○ cadvisor 버전 변경  - release-v0.37 버전 적용  ○ cadvisor > cmd > internal > storage > influxdb > influxdb.go  - 컨테이너 필터링 기능  - CF rep API 요청시 인증서 적용  - Influxdb UDP port 적용 (8069)  ○ cadvisor > cmd > internal > storage > influxdb\_origin  - 기존 기능 백업  - influx 모니터링 데이터 적재 시, 각 항목 별 테이블 생성 및 데이터 적재. |

### **6. cAdvisor 실 배포 절차**

#### 1) 과정

|  |
| --- |
| ○ <https://paas-ta.kr/download/package> PaaSTA-Release 클릭  ○ <http://45.248.73.44/index.php/s/wN8KGpqBN8LEFAQ> paasta-monitoring 다운로드  ○ diego-cell 압축해제 및 바이너리 파일 변경  - 1. paasta-monitoring-agent.tgz 파일  - 2. package > cadvisor.tgz파일 압축해제  -3. chmod 755  - 4. cadvisor tar 압축  hso@hso:~/Music/cadvisor\_package$tar czvf ../paasta-monitoring-agent/packages/cadvisor.tgz .  - 5. paasta-monitoring-agent 압축  hso@hso:~/Music/paasta-monitoring-agent$ tar czvf ../latest/paasta-monitoring/paasta-monitoring-agent.tgz jobs/ packages/ Readme.md  - 6. paasta-monitoring 압축  hso@hso:~/Music/latest/paasta-monitoring$ zip ../../paasta-monitoring.zip \*  ○ diego-cell 압축  ○ inception-vm에 해당 paasta deployment 재실행  ○ yml에 환경변수 추가  - --allow\_dynamic\_housekeeping=true --housekeeping\_interval=30s |

### **7. cAdvisor 히스토리**

#### 1) 테스트

|  |
| --- |
| ○ cadvisor build  1. git clone -b v5.1.0-dev <https://github.com/PaaS-TA/PaaS-TA-Monitoring.git>  2. mkdir go  3. export GOPATH=/home/hso/workspace3/go  (위 명령어는 프로젝트 별로 설정해야함)  (아래 명령어는 최초 설정 , go version 1.14.9)  (export GOROOT=/usr/local/go)  (export PATH=$PATH:/usr/local/go/bin)  4. source ~/.bashrc |

|  |
| --- |
| ○ cadvisor build (local)  cadvisor build guide (<https://github.com/google/cadvisor/blob/master/docs/development/build.md>)  0. cd cadvisor  1. make build  2. make test  3. sudo ./cadvisor  ( sudo ./cadvisor -storage\_driver\_host=172.168.1.12:8086 -storage\_driver=influxdb -storage\_driver\_db=cadvisor -storage\_driver\_user='test' -storage\_driver\_password='test' -storage\_driver\_secure=False) |

|  |
| --- |
| ○ cadvisor build (docker container)  0. cd cadvisor  1. docker build -t google/cadvisor:v0.37.1 --file deploy/Dockerfile ../cadvisor  2. sudo docker run --volume=/:/rootfs:ro --volume=/var/run:/var/run:rw --volume=/sys:/sys:ro --volume=/var/lib/docker/:/var/lib/docker:ro --publish=8080:8080 --detach=true --name=cadvisor\_v0.37.1 google/cadvisor:v0.37.1 -storage\_driver\_host=172.168.1.12:8086 -storage\_driver=influxdb -storage\_driver\_db=cadvisor -storage\_driver\_user='test' -storage\_driver\_password='test' -storage\_driver\_secure=False |

|  |
| --- |
| ○ cadvisor build (동작확인)  0. curl <http://172.30.1.6:8080/containers/>  1. curl <http://localhost:8080/healthz>  2. curl <http://127.0.0.1:8080/api/v1.0/containers>  3. curl <http://127.0.0.1:8080/api/v1.0/containers/garden/12cb1c9b-96e8-4e0e-5177-7b98> |

|  |
| --- |
| ○ cadvisor - rep 간 API 요청 에러  Failed get : %s Get “<http://127.0.0.1:1800/v1/containers>” : dial tcp 127.0.0.1:1800: connect: connection refused |

|  |
| --- |
| ○ inception-vm 과 diego-cell vm 간 파일 전송  $ bosh -e micro-bosh -d paasta scp -r diego-cell/45088599-909a-4140-a330-1008b9c72f06:/tmp/ ~/ca/  $ bosh -e micro-bosh -d paasta scp -r cadvisor diego-cell/b4d38bf3-e177-4b6f-afbe-af71ed12543a:/tmp/ |

#### 2) 기존 customizing\_cadvisor 소스 내용 (반영)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ==============  How to test :  ==============  $ cd cadvisor\_home/  $ source .envrc  $ cd src/github.com/google/cadvisor/  $ go install  $ cadvisor --storage\_driver=influxdb --storage\_driver\_db=container\_metric\_db --storage\_driver\_host=192.168.4.16:8069 --storage\_driver\_user=cf\_metric\_admin –storage\_driver\_password=metric\_password **container\_housekeeping\_interval=15s**  ### jobs - cadviosr 추가 ###  # monit   |  | | --- | | check process cadvisor  with pidfile /var/vcap/sys/run/cadvisor/cadvisor.pid  start program "/var/vcap/jobs/cadvisor/bin/cadvisor\_ctl start"  stop program "/var/vcap/jobs/cadvisor/bin/cadvisor\_ctl stop"  group vcap |   # spec   |  | | --- | | ---  name: cadvisor  templates:  cadvisor\_ctl.erb: bin/cadvisor\_ctl  packages:  - pid\_utils  - cadvisor  properties:  cadvisor.storage\_driver:  description: "Storage Driver - ex: influxdb, elasticsearch, kafka, redis etc"  default: "influxdb"  cadvisor.storage\_driver\_db:  description: "Storage Database Name"  default: "cf\_metric\_db"  cadvisor.storage\_driver\_ip:  description: "Storage Server Connection IP"  default: "127.0.0.1"  cadvisor.storage\_driver\_port:  description: "Storage Server connection port"  default: 8089  cadvisor.container\_housekeeping\_interval:  description: "interval to allow between container housekeepings. format : 15s, 15m, 15h. - must attach unit of time."  default: 15s |   # template/cadvisor\_ctl.erb   |  | | --- | | #!/bin/bash -e  RUN\_DIR=/var/vcap/sys/run/cadvisor  LOG\_DIR=/var/vcap/sys/log/cadvisor  PIDFILE=$RUN\_DIR/cadvisor.pid  DATA\_DIR=/var/vcap/data/cadvisor  TMP\_DIR=$DATA\_DIR/tmp  source /var/vcap/packages/pid\_utils/pid\_utils.sh  case $1 in  start)  pid\_guard $PIDFILE "cadvisor"  mkdir -p $RUN\_DIR  chown -R vcap:vcap $RUN\_DIR  mkdir -p $LOG\_DIR  chown -R vcap:vcap $LOG\_DIR  mkdir -p $DATA\_DIR  chown -R vcap:vcap $DATA\_DIR  mkdir -p $TMP\_DIR  chown -R vcap:vcap $TMP\_DIR  export GOMAXPROCS=$(nproc)  #echo $$ > $PIDFILE  PID=$$  echo "current pid : $PID"  echo $PID > $PIDFILE    # change file mode to 0666  chmod 666 $PIDFILE  # Allowed number of open file descriptors  ulimit -n 100000  exec chpst -u vcap:vcap /var/vcap/packages/cadvisor/cadvisor \  -container\_housekeeping\_interval=<%= p("cadvisor.container\_housekeeping\_interval") %> \  -storage\_driver=<%= p("cadvisor.storage\_driver") %> \  -storage\_driver\_db=<%= p("cadvisor.storage\_driver\_db") %> \  -storage\_driver\_host=<%= p("cadvisor.storage\_driver\_ip") %>:<%= p("cadvisor.storage\_driver\_port") %> \  2> >(tee -a $LOG\_DIR/cadvisor.stderr.log | logger -p user.error -t vcap.cadvisor) \  1> >(tee -a $LOG\_DIR/cadvisor.stdout.log | logger -p user.info -t vcap.cadvisor)  ;;  stop)  kill\_and\_wait $PIDFILE  ;;  \*)  echo "Usage: cadvisor\_ctl {start|stop}"  ;;  esac |   ### packages - cadvisor 추가 ###  # packaging   |  | | --- | | set -e -x  cp -a cadvisor/cadvisor ${BOSH\_INSTALL\_TARGET} |   # spec   |  | | --- | | ---  name: cadvisor  files:  - cadvisor/cadvisor |   ### manifest file : ex) diego.yml ###  #cell instance에서 template 추가   |  | | --- | | - instances: 1  name: cell\_z1  ...  templates:  ...  - name: cadvisor  release: diego  ...  update:  max\_in\_flight: 1  serial: false |   #properties 정보에서 cadvisor 관련 추가   |  | | --- | | ##### CAdvisor properties #####  cadvisor:  storage\_driver: influxdb  storage\_driver\_db: container\_metric\_db  storage\_driver\_ip: 52.207.82.208  storage\_driver\_port: 8069  container\_housekeeping\_interval: 15s  ########################################### |   **### Customizing Factor [golang source]###**  # storagedriver 등록  - storage 디렉토리에 존재하는 elasticsearch, influxdb, kafka 등의 package 각각에 init() 함수에서 driver 등록됨.  ex) influxdb.go  **--------------------------------------------------------**  **func** init() {  storage.RegisterStorageDriver(**"influxdb"**, new)  } **--------------------------------------------------------**  # 추가로 필요한 parameter 정보 등록 (common\_flags.go)  **--------------------------------------------------------**  \* 아래 사항 추가  //=====================================  **var** ArgDbHost = flag.String(**"storage\_driver\_host"**, **"localhost:8086"**, **"database host:port"**)  **var** ArgDbName = flag.String(**"storage\_driver\_db"**, **"cadvisor"**, **"database name"**)  **var** ArgDbTable = flag.String(**"storage\_driver\_table"**, **"stats"**, **"table name"**) //======================================= **--------------------------------------------------------**  # container housekeeping interval 추가 (cadvisor.go)  **--------------------------------------------------------** *// 2016.12.19 newly added paramter.* **var** containerHousekeepingInterval = flag.Duration(**"container\_housekeeping\_interval"**, 15\*time.***Second***, **"interval to allow between container housekeepings"**) **--------------------------------------------------------**  # github.com/google/cadvisor/manager/manager.go   |  | | --- | | **type manager struct {**  **...  containerHousekeepingInterval time.Duration //추가**  **... }**  **- func** New 함수에 containerHousekeepingInterval time.Duration 추가  ... newManager := &manager{  containers: make(**map**[namespacedContainerName]\*containerData),  quitChannels: make([]**chan** error, 0, 2),  memoryCache: memoryCache,  fsInfo: fsInfo,  cadvisorContainer: selfContainer,  inHostNamespace: inHostNamespace,  startupTime: time.Now(),  maxHousekeepingInterval: maxHousekeepingInterval,  allowDynamicHousekeeping: allowDynamicHousekeeping,  ignoreMetrics: ignoreMetricsSet,  containerWatchers: []watcher.ContainerWatcher{},  eventsChannel: eventsChannel,  collectorHttpClient: collectorHttpClient,  containerHousekeepingInterval: containerHousekeepingInterval, *//Added parameter - interval for collecting container metrics.*  }  ...  - **func** (m \*manager) createContainerLocked(containerName string, watchSource watcher.ContainerWatchSource) error {  ... // m.containerHousekeepingInterval 추가 cont, err := newContainerData(containerName, m.memoryCache, handler, logUsage, collectorManager, m.maxHousekeepingInterval, m.allowDynamicHousekeeping, m.containerHousekeepingInterval) ...  } |   # github.com/google/cadvisor/manager/container.go   |  | | --- | | newContainerData func에 containerHouseKeepingInterval time.Duration 추가  cont := &containerData{  ...  *//housekeepingInterval: \*HousekeepingInterval,*  housekeepingInterval: containerHouseKeepingInterval, *//customizing housekeepinginterval - it can set yaml . paramter : container\_housekeeping\_interval ...*  }  **func** (c \*containerData) housekeeping() {  *//fmt.Println("##### manager/container.go - containerData- housekeeping() called #####")*  *// Start any background goroutines - must be cleaned up in c.handler.Cleanup().*  c.handler.Start()  **defer** c.handler.Cleanup()  *// Initialize cpuload reader - must be cleaned up in c.loadReader.Stop()*  **if** c.loadReader != nil {  err := c.loadReader.Start()  **if** err != nil {  glog.Warningf(**"Could not start cpu load stat collector for %q: %s"**, c.info.Name, err)  }  **defer** c.loadReader.Stop()  }  *// Long housekeeping is either 100ms or half of the housekeeping interval.*  longHousekeeping := 100 \* time.***Millisecond***  **if** \*HousekeepingInterval/2 < longHousekeeping {  longHousekeeping = \*HousekeepingInterval / 2  }  *// Housekeep every second.*  glog.V(3).Infof(**"Start housekeeping for container %q\n"**, c.info.Name)  *//####### Customizing - annotation below : replace lastHousekeeping to c.housekeepingInterval*  *//lastHousekeeping := time.Now()*  **for** {  **select** {  **case** <-c.stop:  *// Stop housekeeping when signaled.*  **return**  **default**:  *// Perform housekeeping.*  start := time.Now()  *//fmt.Println("============= start time:", start.Unix())*  c.housekeepingTick()  *// Log if housekeeping took too long.*  duration := time.Since(start)  **if** duration >= longHousekeeping {  glog.V(3).Infof(**"[%s] Housekeeping took %s"**, c.info.Name, duration)  }  }  *// Log usage if asked to do so.*  **if** c.logUsage {  **const *numSamples*** = 60  **var** empty time.Time  stats, err := c.memoryCache.RecentStats(c.info.Name, empty, empty, ***numSamples***)  **if** err != nil {  **if** c.allowErrorLogging() {  glog.Infof(**"[%s] Failed to get recent stats for logging usage: %v"**, c.info.Name, err)  }  } **else if** len(stats) < ***numSamples*** {  *// Ignore, not enough stats yet.*  } **else** {  usageCpuNs := uint64(0)  **for** i := **range** stats {  **if** i > 0 {  usageCpuNs += (stats[i].Cpu.Usage.Total - stats[i-1].Cpu.Usage.Total)  }  }  usageMemory := stats[***numSamples***-1].Memory.Usage  instantUsageInCores := float64(stats[***numSamples***-1].Cpu.Usage.Total-stats[***numSamples***-2].Cpu.Usage.Total) / float64(stats[***numSamples***-1].Timestamp.Sub(stats[***numSamples***-2].Timestamp).Nanoseconds())  usageInCores := float64(usageCpuNs) / float64(stats[***numSamples***-1].Timestamp.Sub(stats[0].Timestamp).Nanoseconds())  usageInHuman := units.HumanSize(float64(usageMemory))  glog.Infof(**"[%s] %.3f cores (average: %.3f cores), %s of memory"**, c.info.Name, instantUsageInCores, usageInCores, usageInHuman)  }  }  *//fmt.Println("############################ sleeping before :", time.Since(lastHousekeeping))*  *//Customizing - replace interval time*  time.Sleep(c.housekeepingInterval)  */\**  *next := c.nextHousekeeping(lastHousekeeping)*  *// Schedule the next housekeeping. Sleep until that time.*  *if time.Now().Before(next) {*  *time.Sleep(next.Sub(time.Now()))*  *} else {*  *next = time.Now()*  *}*  *lastHousekeeping = next*  *\*/*  *//fmt.Println("############################ sleeping after :", time.Since(lastHousekeeping))*  }  } |   # influxdb.go 수정 (기존 http 방식에서 udp 방식으로 변경 및 rep 연동 추가) - 소스전체   |  | | --- | | *// Copyright 2014 Google Inc. All Rights Reserved.*  *//*  *// Licensed under the Apache License, Version 2.0 (the "License");*  *// you may not use this file except in compliance with the License.*  *// You may obtain a copy of the License at*  *//*  *// http://www.apache.org/licenses/LICENSE-2.0*  *//*  *// Unless required by applicable law or agreed to in writing, software*  *// distributed under the License is distributed on an "AS IS" BASIS,*  *// WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.*  *// See the License for the specific language governing permissions and*  *// limitations under the License.*  **package** influxdb  **import** (  **"os"**  **"sync"**  **"time"**  **"net/http"**  **"io/ioutil"**  **"encoding/json"**  **"errors"**  **"strings"**  **"net"**  **"github.com/golang/glog"**  **"github.com/google/cadvisor/storage"**  info **"github.com/google/cadvisor/info/v1"**  influxdb **"github.com/influxdata/influxdb/client/v2"**  )  **func** init() {  storage.RegisterStorageDriver(**"influxdb"**, new)  }  **type** influxdbStorage **struct** {  client influxdb.Client  cellIp string  machineName string  database string  retentionPolicy string  bufferDuration time.Duration  lastWrite time.Time  points []\*influxdb.Point  lock sync.Mutex  readyToFlush **func**() bool  }  *//====================================================================================*  *// Container Metrics Metadata from REP (127.0.0.1:1800/v1/containers)*  **type** ContainerMetricsMetadata **struct**{  Limits Limits **`json:"limits,omitempty"`**  UsageMetrics UsageMetrics **`json:"usage\_metrics,omitempty"`**  Container\_Id string **`json:"container\_id,omitempty"`**  Application\_Id string **`json:"application\_id,omitempty"`**  Application\_Index string **`json:"application\_index,omitempty"`**  Application\_Name string **`json:"application\_name,omitempty"`**  Application\_Urls []string **`json:"application\_uris,omitempty"`**  }  **type** Limits **struct** {  Fds int32 **`json:"fds,omitempty"`**  Memory int32 **`json:"mem,omitempty"`**  Disk int32 **`json:"disk,omitempty"`**  }  **type** UsageMetrics **struct** {  MemoryUsageInBytes uint64 **`json:"memory\_usage\_in\_bytes"`**  DiskUsageInBytes uint64 **`json:"disk\_usage\_in\_bytes"`**  TimeSpentInCPU time.Duration **`json:"time\_spent\_in\_cpu"`**  }  *//====================================================================================*  *// Series names*  **const** (  *// Cumulative CPU usage*  ***serCpuUsageTotal*** string = **"cpu\_usage\_total"**  ***serCpuUsageSystem*** string = **"cpu\_usage\_system"**  ***serCpuUsageUser*** string = **"cpu\_usage\_user"**  ***serCpuUsagePerCpu*** string = **"cpu\_usage\_per\_cpu"**  *// Smoothed average of number of runnable threads x 1000.*  ***serLoadAverage*** string = **"load\_average"**  *// Memory Usage*  ***serMemoryUsage*** string = **"memory\_usage"**  *// Working set size*  ***serMemoryWorkingSet*** string = **"memory\_working\_set"**  *// Cumulative count of bytes received.*  ***serRxBytes*** string = **"rx\_bytes"**  *// Cumulative count of receive errors encountered.*  ***serRxErrors*** string = **"rx\_errors"**  *// Cumulative count of bytes transmitted.*  ***serTxBytes*** string = **"tx\_bytes"**  *// Cumulative count of transmit errors encountered.*  ***serTxErrors*** string = **"tx\_errors"**  ***serRxDropped*** string = **"rx\_dropped"**  ***serTxDropped*** string = **"tx\_dropped"**  *// Filesystem device.*  *//serFsDevice string = "fs\_device"*  *// Filesystem limit.*  *//serFsLimit string = "fs\_limit"*  *// Filesystem usage.*  *//serFsUsage string = "fs\_usage"*  *// Disk Usage*  ***serDiskUsage*** string = **"disk\_usage"**  *// Container Measurement*  ***serContainerMeausement*** string = **"container\_metrics"**  )  **func** new() (storage.StorageDriver, error) {  hostname, err := os.Hostname()  **if** err != nil {  **return** nil, err  }  **var** cellIp string  addrs, err := net.InterfaceAddrs()  **if** err != nil {  **return** nil, err  }  **for** \_, address := **range** addrs {  *// check the address type and if it is not a loopback the display it*  **if** ipnet, ok := address.(\*net.IPNet); ok && !ipnet.IP.IsLoopback() {  **if** ipnet.IP.To4() != nil {  cellIp = ipnet.IP.String() *//fmt.Println(ipnet.IP.String())*  }  }  }  **return** newStorage(  hostname,  cellIp,  \*storage.ArgDbTable,  \*storage.ArgDbName,  \*storage.ArgDbHost,  )  }  *// machineName: A unique identifier to identify the host that current cAdvisor*  *// instance is running on.*  *// influxdbHost: The host which runs influxdb (host:port)*  **func** newStorage(  machineName,  cellIp,  tablename,  database,  influxdbHost string,  ) (\*influxdbStorage, error) {  *// Make client*  client, err := influxdb.NewUDPClient(influxdb.UDPConfig{  Addr: influxdbHost,  *//PayloadSize: 4096,*  })  **if** err != nil {  **return** nil, err  }  ret := &influxdbStorage{  client: client,  machineName: machineName,  cellIp: cellIp,  database: database,  lastWrite: time.Now(),  points: make([]\*influxdb.Point, 0),  }  ret.readyToFlush = ret.defaultReadyToFlush  **return** ret, nil  }  *// Field names*  **const** (  ***fieldAppDisk*** string = **"app\_disk"**  ***fieldAppMem*** string = **"app\_mem"**  ***fieldValue*** string = **"value"**  ***fieldType*** string = **"type"**  ***fieldDevice*** string = **"device"**  )  *// Tag names*  **const** (  ***tagName*** string = **"name"**  ***tagMachineName*** string = **"machine"**  ***tagContainerName*** string = **"container\_name"**  ***tagCellIp*** string = **"cell\_ip"**  ***tagApplicationId*** string = **"application\_id"**  ***tagApplicationIndex*** string = **"application\_index"**  ***tagApplicationName*** string = **"application\_name"**  ***tagApplicationUrl*** string = **"application\_url"**  )  *//====================================================================================*  *// Container Metrics Metadata from REP (127.0.0.1:1800/v1/containers)*  **func** (self \*influxdbStorage) containerMetricsMedataData() []ContainerMetricsMetadata{  client := &http.Client{  CheckRedirect: **func**(req \*http.Request, \_ []\*http.Request) error {  *//dumpRequest(req)*  **return** errors.New(**"No redirects"**)  },  Timeout: 30 \* time.***Second***,  Transport: &http.Transport{  DisableKeepAlives: true,  TLSHandshakeTimeout: 10 \* time.***Second***,  },  }  reqUrl := **"http://127.0.0.1:1800/v1/containers"**  req, err := http.NewRequest(**"GET"**, reqUrl, nil)  resp, err := client.Do(req)  **if** err != nil {  glog.Error(**"##### get Container Metrics Metadata request err:"**, err)  }  **if** resp != nil{  rawdata, \_ := ioutil.ReadAll(resp.Body)  *//fmt.Println("##### Response Data :", string(rawdata))*  **var** containermetrics []ContainerMetricsMetadata  json.Unmarshal(rawdata, &containermetrics)  */\*fmt.Println("##### Container Metrics Metadata :", containermetrics, len(containermetrics))*  *for \_, metrics :=range containermetrics{*  *fmt.Println("##### Container Metrics container id :", metrics.Container\_Id)*  *fmt.Println("##### Container Metrics app id :", metrics.Application\_Id)*  *fmt.Println("##### Container Metrics app name :", metrics.Application\_Name)*  *fmt.Println("##### Container Metrics app urls :", metrics.Application\_Urls)*  *fmt.Println("##### Container Metrics app limits :", metrics.Limits)*  *fmt.Println("##### Container Metrics app usage-memory :", metrics.UsageMetrics.MemoryUsageInBytes)*  *fmt.Println("##### Container Metrics app usage-disk :", metrics.UsageMetrics.DiskUsageInBytes)*  *fmt.Println("##### Container Metrics app usage-cpu(second) :", metrics.UsageMetrics.TimeSpentInCPU.Seconds())*  *}\*/*  **return** containermetrics  }  **return** nil  }  *//====================================================================================*  **func** (self \*influxdbStorage) containerFilesystemStatsToPoints(  *//ref info.ContainerReference,*  containerName string,  stats \*info.ContainerStats) (points []\*influxdb.Point) {  **if** len(stats.Filesystem) == 0 {  **return** points  }  **for** \_, fsStat := **range** stats.Filesystem {  tagsFsUsage := **map**[string]string{  ***tagMachineName***: self.machineName,  ***tagContainerName***: containerName,  ***fieldDevice***: fsStat.Device,  ***fieldType***: **"usage"**,  }  fieldsFsUsage := **map**[string]**interface**{}{  ***fieldValue***: float64(fsStat.Usage),  }  fsUsagePt, err :=influxdb.NewPoint(***serContainerMeausement***, tagsFsUsage, fieldsFsUsage)  **if** err != nil {  glog.Fatalf(**"Failed to create NewPoint for FieldsFsUsage: %v"**, err)  }  tagsFsLimit := **map**[string]string{  ***tagMachineName***: self.machineName,  ***tagContainerName***: containerName,  ***fieldDevice***: fsStat.Device,  ***fieldType***: **"limit"**,  }  fieldsFsLimit := **map**[string]**interface**{}{  ***fieldValue***: float64(fsStat.Limit),  }  fsLimitPt, err := influxdb.NewPoint(***serContainerMeausement***, tagsFsLimit, fieldsFsLimit)  **if** err != nil {  glog.Fatalf(**"Failed to create NewPoint for FieldsFsLimit: %v"**, err)  }  points = append(points, fsUsagePt, fsLimitPt)  }  *//self.tagPoints(ref, stats, points)*  **return** points  }  **func** (self \*influxdbStorage) containerStatsToPoints(  *//ref info.ContainerReference,*  containerName string,  containerMetric ContainerMetricsMetadata,  stats \*info.ContainerStats,  ) (points []\*influxdb.Point) {  */\**  *//============================= rep (/v1/containers)로부터* *container resource usage metrics 정보를 전달받아* *influxdb에 저장한다. ============================*  *// rep로부터 전달받는* *mertrics : cpu, memory, disk usage*  *// CPU usage: Total usage in nanoseconds*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serCpuUsageTotal, containerMetric, float64(stats.Cpu.Usage.Total)))*  *// CPU usage: Time spend in system space (in nanoseconds)*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serCpuUsageSystem, containerMetric, float64(stats.Cpu.Usage.System)))*  *// CPU usage: Time spent in user space (in nanoseconds)*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serCpuUsageUser, containerMetric, float64(stats.Cpu.Usage.User)))*  *// CPU usage per CPU*  *for i := 0; i < len(stats.Cpu.Usage.PerCpu); i++ {*  *point := makePoint(self.machineName, self.cellIp, containerName, serCpuUsagePerCpu, containerMetric, float64(stats.Cpu.Usage.PerCpu[i]))*  *\*//\*tags := map[string]string{"instance": fmt.Sprintf("%v", i)}*  *addTagsToPoint(point, tags)\*//\**  *points = append(points, point)*  *}*  *// Load Average*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serLoadAverage, containerMetric, float64(stats.Cpu.LoadAverage)))*  *// Memory Usage*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serMemoryUsage, containerMetric, float64(stats.Memory.Usage)))*  *// Working Set Size*  *points = append(points, makePoint(self.machineName, self.cellIp, containerName, serMemoryWorkingSet, containerMetric, float64(stats.Memory.WorkingSet)))*  *\*/*  *// CPU Usage*  points = append(points, makePoint(self.machineName, self.cellIp, containerName, ***serCpuUsageTotal***, containerMetric, containerMetric.UsageMetrics.TimeSpentInCPU.Seconds()))  *// Load Average*  points = append(points, makePoint(self.machineName, self.cellIp, containerName, ***serLoadAverage***, containerMetric, float64(stats.Cpu.LoadAverage)))  *// Memory Usage*  points = append(points, makePoint(self.machineName, self.cellIp, containerName, ***serMemoryUsage***, containerMetric, float64(containerMetric.UsageMetrics.MemoryUsageInBytes)))  *// Disk Usage*  points = append(points, makePoint(self.machineName, self.cellIp, containerName, ***serDiskUsage***, containerMetric, float64(containerMetric.UsageMetrics.DiskUsageInBytes)))  *// Network Stats*  **for** i := 0 ; i < len(stats.Network.Interfaces); i ++ {  */\*fmt.Println("interface name :", stats.Network.Interfaces[i].Name)*  *fmt.Println("rxbytes :", stats.Network.Interfaces[i].RxBytes)*  *fmt.Println("rxerror :", stats.Network.Interfaces[i].RxErrors)*  *fmt.Println("rxdropped :", stats.Network.Interfaces[i].RxDropped)*  *fmt.Println("txbytes :", stats.Network.Interfaces[i].TxBytes)*  *fmt.Println("txerror :", stats.Network.Interfaces[i].TxErrors)*  *fmt.Println("txdropped :", stats.Network.Interfaces[i].TxDropped)\*/*  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serRxBytes***, containerMetric, float64(stats.Network.Interfaces[i].RxBytes)))  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serRxErrors***, containerMetric, float64(stats.Network.Interfaces[i].RxErrors)))  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serRxDropped***, containerMetric, float64(stats.Network.Interfaces[i].RxDropped)))  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serTxBytes***, containerMetric, float64(stats.Network.Interfaces[i].TxBytes)))  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serTxErrors***, containerMetric, float64(stats.Network.Interfaces[i].TxErrors)))  points = append(points, makePoint(self.machineName, self.cellIp, stats.Network.Interfaces[i].Name, ***serTxDropped***, containerMetric, float64(stats.Network.Interfaces[i].TxDropped)))  }  *//self.tagPoints(ref, stats, points)*  **return** points  }  **func** (self \*influxdbStorage) OverrideReadyToFlush(readyToFlush **func**() bool) {  self.readyToFlush = readyToFlush  }  **func** (self \*influxdbStorage) defaultReadyToFlush() bool {  **return** time.Since(self.lastWrite) >= self.bufferDuration  }  **func** (self \*influxdbStorage) AddStats(ref info.ContainerReference, stats \*info.ContainerStats) error {  *//fmt.Println("##### influxdb.go - AddStats called #####")*  **if** stats == nil {  **return** nil  }  **var** pointsToFlush []\*influxdb.Point  **func**() {  *// AddStats will be invoked simultaneously from multiple threads and only one of them will perform a write.*  self.lock.Lock()  **defer** self.lock.Unlock()  **var** containerName string  **var** containerMetric ContainerMetricsMetadata  **if** len(ref.Aliases) > 0 {  containerName = ref.Aliases[0]  } **else** {  containerName = ref.Name  }  *//===================================================================*  *// Container Metrics Metadata from REP (127.0.0.1:1800/v1/containers)*  containerMetrics := self.containerMetricsMedataData()  containerNames := strings.Split(containerName, **"-"**)  containerMetric.Container\_Id = containerNames[len(containerNames) -1]  **for** \_, metrics := **range** containerMetrics{  **if** metrics.Container\_Id == containerMetric.Container\_Id {  containerMetric.Application\_Id = metrics.Application\_Id  containerMetric.Application\_Name = metrics.Application\_Name  containerMetric.Application\_Urls = metrics.Application\_Urls  containerMetric.Application\_Index = metrics.Application\_Index  containerMetric.Limits.Disk = metrics.Limits.Disk  containerMetric.Limits.Memory = metrics.Limits.Memory  containerMetric.UsageMetrics.MemoryUsageInBytes = metrics.UsageMetrics.MemoryUsageInBytes  containerMetric.UsageMetrics.DiskUsageInBytes = metrics.UsageMetrics.DiskUsageInBytes  containerMetric.UsageMetrics.TimeSpentInCPU = metrics.UsageMetrics.TimeSpentInCPU  }  }  *//===================================================================*  self.points = append(self.points, self.containerStatsToPoints(containerName, containerMetric, stats)...)  self.points = append(self.points, self.containerFilesystemStatsToPoints(containerName, stats)...)  **if** self.readyToFlush() {  pointsToFlush = self.points  self.points = make([]\*influxdb.Point, 0)  self.lastWrite = time.Now()  }  }()  **if** len(pointsToFlush) > 0 {  *// Create a new point batch*  bp, err := influxdb.NewBatchPoints(influxdb.BatchPointsConfig{  Database: self.database,  Precision: **"s"**,  })  **if** err != nil {  glog.Fatalf(**"Failed to create NewBatchPoint: %v"**, err)  }  *//points := make([]influxdb.Point, len(pointsToFlush))*  **for** \_, p := **range** pointsToFlush {  *//points[i] = \*p*  *//fmt.Println("point to save at database ",self.database, i, p)*  bp.AddPoint(p)  }  err = self.client.Write(bp)  **if** err != nil {  glog.Fatalf(**"Failed to send point to influxdb: %v"**, err)  }  }  **return** nil  }  **func** (self \*influxdbStorage) Close() error {  self.client = nil  **return** nil  }  *// Creates a measurement point with a single value field*  **func** makePoint(machineName, cellIp, containerName, name string, containerMetric ContainerMetricsMetadata, value float64) \*influxdb.Point {  **var** tags **map**[string]string  **var** fields **map**[string]**interface**{}  **if** containerMetric.Application\_Id != **""** {  tags = **map**[string]string{  ***tagName***: name,  ***tagMachineName***: machineName,  ***tagCellIp***: cellIp,  ***tagContainerName*** : containerName,  ***tagApplicationId*** : containerMetric.Application\_Id,  ***tagApplicationIndex***: containerMetric.Application\_Index,  ***tagApplicationName*** : containerMetric.Application\_Name,  ***tagApplicationUrl*** : containerMetric.Application\_Urls[0],  }  }**else**{  tags = **map**[string]string{  ***tagName***: name,  ***tagMachineName***: machineName,  ***tagCellIp***: cellIp,  ***tagContainerName*** : containerName,  }  }  **if** containerMetric.Application\_Id != **""** {  fields = **map**[string]**interface**{}{  ***fieldValue***: value,  ***fieldAppDisk*** : float64(containerMetric.Limits.Disk\*1024\*1024),  ***fieldAppMem*** : float64(containerMetric.Limits.Memory\*1024\*1024),  }  }**else**{  fields = **map**[string]**interface**{}{  ***fieldValue***: value,  }  }  mkPoint, err := influxdb.NewPoint(***serContainerMeausement***, tags, fields)  **if** err != nil {  glog.Fatalf(**"Failed to create NewPoint for FieldsFsLimit: %v"**, err)  }  **return** mkPoint  }  *// Some stats have type unsigned integer, but the InfluxDB client accepts only signed integers.*  **func** toSignedIfUnsigned(value **interface**{}) **interface**{} {  **switch** v := value.(**type**) {  **case** uint64:  **return** int64(v)  **case** uint32:  **return** int32(v)  **case** uint16:  **return** int16(v)  **case** uint8:  **return** int8(v)  **case** uint:  **return** int(v)  }  **return** value  } | |

1. 변경 내용: 변경이 발생되는 위치와 변경 내용을 자세히 기록(장/절과 변경 내용을 기술한다.) [↑](#footnote-ref-1)